# set variable names : Ethnicity, JobLev, EducLev, PerformIndx, Salary
> race<-read.csv("race.csv")

> print(race)

Q-a
> plot(race$Ethnicity, race$Salary, main="boxplot")

# from the boxplots it does not seem that there is any racial discrimination in the amount of salaries to employees. 

PS: although for race B it seems a little less (which certainly doesn’t look to be significant), it seems it is easily countered with the 3 extreme outliers at the high salary levels in this category.
Q-b > model1<-lm(Salary ~ Ethnicity, data=race)

> print(summary(model1))

Call:

lm(formula = Salary ~ Ethnicity, data = race)

Residuals:

    Min      1Q  Median      3Q     Max 

-42.984 -18.084  -4.122  11.666 156.158 

Coefficients:

            Estimate Std. Error t value Pr(>|t|)    

(Intercept)   69.764      5.265  13.249   <2e-16 ***

EthnicityB    -4.302      7.447  -0.578    0.564    

EthnicityO   -11.662      7.176  -1.625    0.106    

EthnicityW     4.119      6.353   0.648    0.517    

---

Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 

Residual standard error: 31.59 on 189 degrees of freedom

Multiple R-Squared: 0.03672,    Adjusted R-squared: 0.02143 

F-statistic: 2.402 on 3 and 189 DF,  p-value: 0.0691

Q-b # it tells that on average race A are paid 69.764K dollars (intercept value is taken for race A by default), while race B, O and W are paid with a difference of (-4.302), (-11.662) and (4.119) from the race A’s salary (intercept value). The significance of the intercept value indicates that there doesn’t seem to be any discrimination in salary distribution across races. However note that only 3% of salary differences are explained by this model.
> meanA<-mean(race[race$Ethnicity=="A","Salary"])

> meanB<-mean(race[race$Ethnicity=="B","Salary"])

> meanO<-mean(race[race$Ethnicity=="O","Salary"])

> meanW<-mean(race[race$Ethnicity=="W","Salary"])

> print(meanA)

[1] 69.76417

> print(meanB)

[1] 65.46222

> print(meanO)

[1] 58.1019

> print(meanW)

[1] 73.88354

Q-c > model2<-lm(Salary ~ Ethnicity + EducLev, data=race)

> print(summary(model2))

Call:

lm(formula = Salary ~ Ethnicity + EducLev, data = race)

Residuals:

    Min      1Q  Median      3Q     Max 

-42.512 -14.530  -1.944   7.996 148.095 

Coefficients:

            Estimate Std. Error t value Pr(>|t|)    

(Intercept)   54.289      5.948   9.127  < 2e-16 ***

EthnicityB    -5.653      6.940  -0.814   0.4164    

EthnicityO   -14.431      6.688  -2.158   0.0322 *  

EthnicityW     4.455      5.896   0.756   0.4508    

EducLev2      19.676      4.780   4.117 5.76e-05 ***

EducLev3      42.441      8.024   5.290 3.40e-07 ***

---

Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 

Residual standard error: 29.31 on 187 degrees of freedom

Multiple R-Squared: 0.1796,     Adjusted R-squared: 0.1577 

F-statistic: 8.188 on 5 and 187 DF,  p-value: 5.187e-07
#the results state that both higher education levels (level 2 and 3) make a significant contribution (i.e. bring out differences amongst employees salary’s) to employees salary across races. However, also note that we now see a significance (in the negative direction) in the amount of salaries given to race O. of note is that fact that although this model looks better than the previous, it still explains only about 18% of differences amongst salaries to employees.

Q-d > model3<-lm(Salary ~ Ethnicity + EducLev + PerformIndx, data=race)

> print(summary(model3))

Call:

lm(formula = Salary ~ Ethnicity + EducLev + PerformIndx, data = race)

Residuals:

    Min      1Q  Median      3Q     Max 

-44.659 -16.490  -2.745   9.337 143.771 

Coefficients:

            Estimate Std. Error t value Pr(>|t|)    

(Intercept)  -2.5651    13.6161  -0.188 0.850781    

EthnicityB   -6.9799     6.6019  -1.057 0.291770    

EthnicityO  -14.4533     6.3560  -2.274 0.024111 *  

EthnicityW    3.7992     5.6048   0.678 0.498713    

EducLev2     15.8417     4.6183   3.430 0.000743 ***

EducLev3     36.0264     7.7519   4.647 6.35e-06 ***

PerformIndx   0.7928     0.1727   4.590 8.15e-06 ***

---

Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 

Residual standard error: 27.85 on 186 degrees of freedom

Multiple R-Squared: 0.2631,     Adjusted R-squared: 0.2393 

F-statistic: 11.07 on 6 and 186 DF,  p-value: 1.537e-10

# the results state that both the educlev’s contribute significantly, along with the performindx, in determining an employees salary (Educlev’s are important contributors even in presence of PerformIndx in determining how much an employees is paid). In addition this model indicates that race O have been significantly underpaid compared to other races. Of note is that this model explains about 26% of differences amongst salaries to employees, which is higher than the previous model.

Q-e > raceA<-scatterplot3d(race[race$Ethnicity=="A","EducLev"], race[race$Ethnicity=="A", "JobLev"], race[race$Ethnicity=="A", "Salary"], color="blue", pch=16, type="h", xlab="EducLev", ylab="JobLev", zlab="Salary")

raceB<-scatterplot3d(race[race$Ethnicity=="B","EducLev"], race[race$Ethnicity=="B", "JobLev"], race[race$Ethnicity=="B", "Salary"], color="red", pch=16, type="h", xlab="EducLev", ylab="JobLev", zlab="Salary")
raceO<-scatterplot3d(race[race$Ethnicity=="O","EducLev"], race[race$Ethnicity=="O", "JobLev"], race[race$Ethnicity=="O", "Salary"], color="orange", pch=16, type="h", xlab="EducLev", ylab="JobLev", zlab="Salary")
raceW<-scatterplot3d(race[race$Ethnicity=="W","EducLev"], race[race$Ethnicity=="W", "JobLev"], race[race$Ethnicity=="W", "Salary"], color="green", pch=16, type="h", xlab="EducLev", ylab="JobLev", zlab="Salary")

Q-e > allrace<-scatterplot3d(race[race$Ethnicity=="A","EducLev"], race[race$Ethnicity=="A", "JobLev"], race[race$Ethnicity=="A", "Salary"], color="blue", pch=16, xlab="EducLev", ylab="JobLev", zlab="Salary")

> allrace$points3d(race[race$Ethnicity=="B","EducLev"], race[race$Ethnicity=="B", "JobLev"], race[race$Ethnicity=="B", "Salary"], col="red", pch=16)
> allrace$points3d(race[race$Ethnicity=="O","EducLev"], race[race$Ethnicity=="O", "JobLev"], race[race$Ethnicity=="O", "Salary"], col="orange", pch=16)
> allrace$points3d(race[race$Ethnicity=="W","EducLev"], race[race$Ethnicity=="W", "JobLev"], race[race$Ethnicity=="W", "Salary"], col="green", pch=16)
# from the graph it looks like race W are consistently given higher salaries compared to others at all combinations of job levels and educ levels. Also evident is the opposite fact with race O; a consistent underpayment to them at all levels in job and educ. For other races, it is hard to read from the graph.
Q-f > model4<-lm(Salary ~ Ethnicity + EducLev + PerformIndx + JobLev, data=race)

> print(summary(model4))

Call:

lm(formula = Salary ~ Ethnicity + EducLev + PerformIndx + JobLev, 

    data = race)

Residuals:

    Min      1Q  Median      3Q     Max 

-29.599  -9.222   1.428   9.067  28.247 

Coefficients:

             Estimate Std. Error t value Pr(>|t|)    

(Intercept)  21.13505    6.96129   3.036 0.002750 ** 

EthnicityB  -12.67203    3.19094  -3.971 0.000103 ***

EthnicityO   -4.39099    3.07407  -1.428 0.154901    

EthnicityW   11.44936    2.71005   4.225 3.79e-05 ***

EducLev2      5.48969    2.80039   1.960 0.051492 .  

EducLev3     11.53225    4.56129   2.528 0.012317 *  

PerformIndx   0.35064    0.08626   4.065 7.15e-05 ***

JobLev2       9.83160    2.79062   3.523 0.000540 ***

JobLev3       7.96925    3.31390   2.405 0.017189 *  

JobLev4      20.21128    3.50529   5.766 3.45e-08 ***

JobLev5      21.76312    3.77199   5.770 3.38e-08 ***

JobLev6     155.93879    6.39077  24.401  < 2e-16 ***

---

Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1 

Residual standard error: 13.32 on 181 degrees of freedom

Multiple R-Squared: 0.8361,     Adjusted R-squared: 0.8261 

F-statistic: 83.93 on 11 and 181 DF,  p-value: < 2.2e-16 

#this model indicates that performIndx along with all job levels and educ level-2 significantly determine how much an employee is paid. Note that educ level-1, which was significant in earlier models is no more a significant contributor to an employees salary. Additionally the model tells that the races B and W which were never significantly different from A, are now significantly Under and Over paid, respectively, while race O is no more significantly different from race A. Probably the most important thing the model tells is that it can explain upto about 84% differences amongst employees salaries, which is an indicator of “how good a model is” .
Extra: 

> print(anova(model1, model2, model3, model4))

Analysis of Variance Table

Model 1: Salary ~ Ethnicity

Model 2: Salary ~ Ethnicity + EducLev

Model 3: Salary ~ Ethnicity + EducLev + PerformIndx

Model 4: Salary ~ Ethnicity + EducLev + PerformIndx + JobLev

  Res.Df    RSS  Df Sum of Sq      F    Pr(>F)    

1    189 188643                                   

2    188 160749   1     27894 48.490 5.541e-11 ***

3    187 144491   1     16258 28.263 3.013e-07 ***

4    186 106997   1     37494 65.178 8.308e-14 ***

---

Signif. codes:  0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1

Q-g 
> aestimate<-predict.lm(model4, newdata=data.frame(Ethnicity="A", EducLev="3", PerformIndx=93, JobLev="6"), interval="prediction")

> print(aestimate)

          fit      lwr      upr

[1,] 221.2159 

192.0983 

250.3335

> bestimate<-predict.lm(model4, newdata=data.frame(Ethnicity="B", EducLev="3", PerformIndx=93, JobLev="6"), interval="prediction")

> print(bestimate)

          fit      lwr      upr

[1,] 208.5439 

179.7203 

237.3675

>
> oestimate<-predict.lm(model4, newdata=data.frame(Ethnicity="O", EducLev="3", PerformIndx=93, JobLev="6"), interval="prediction")

> print(oestimate)

          fit      lwr      upr

[1,] 216.8249 

187.6270 

246.0229

> westimate<-predict.lm(model4, newdata=data.frame(Ethnicity="W", EducLev="3", PerformIndx=93, JobLev="6"), interval="prediction")

> print(westimate)

          fit      lwr      upr

[1,] 232.6653 

203.5100 

261.8205

#this part of the code gives us an estimate along with 95% confidence intervals for salary of an employee of a given race with a job level of 6, an educlev of 3, and a performIndx of 93%.
Q-h 
# Final conclusion: the selection of a model is a very critical parameter to justify our conclusions. We see here different results in different models, infact an complete reversal of the story by the time we reached the final model, which emphasizes this. The last model informed us that there is in fact a significant discrimination in employees salaries when all necessary factors are taken into account. Also note that only this last model explained upto 85% of differences amongst different employees salaries. It seems this is the only good factor to decide how good a model is. 

